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1 Introduction

There is a large consensus in the international trade literature that entry into new export

markets is both costly (Roberts and Tybout 1995, Clerides et al. 1998, Bernard and Jensen

2004; Melitz 2003, Das et al. 2007) and associated with high levels of uncertainty (Rauch

and Watson 2003; Albornoz-Crespo et al. 2010; Aeberhardt et al. 2009; Segura-Cayuela

and Vilarrubia 2008; Eaton et al. 2012). One consequence of these factors is the empirically

established fact that exporters tend to start selling small amounts and facing low probabilities

of survival (Eaton et al. 2007; Freund and Pierola 2010; Buono et al. 2008; Amador and

Opromolla 2008).

In this line, much of the emphasis in the literature has been in uncovering a number

of factors that affect the export performance of firms, including total factor productivity,

age and experience. Now we know that only the most productive firms are able to engage

in international trade, that firms tend to be more successful if they become exporters late

in their life cycle, and that their expansion across destination countries and products is

sequential and is closely linked to their experience in similar markets. However, there are

still other less explored elements that may affect the behavior and performance of exporting

firms. One of these factors are the external economies from the concentration of exporters

in a given geographical space, an effect that has been termed export spillovers (see Aitken

et al. 1997, Koenig et al. 2010). In particular, the location of a firm is a key determinant

for its success in export markets not only because it determines access to input sources and

to key infrastructure services, but also because the presence of neighbors selling to similar

export markets can have positive effects in shaping the firm’s export performance.

Proximity to other exporters can facilitate the access to foreign markets through the in-

teraction of both positive and negative externalities which are components of the broader

agglomeration economies classified by Duranton and Puga (2004) into sharing, matching and

learning mechanisms. First, proximity to other exporters allow the development and shar-

ing of specialized local input markets and intermediate industries such as packing products,

transportation services or cold-storages, as well as infrastructure and local public goods that

contribute to enhance the productivity of all firms. Second, matching refers to the quality

of matches between workers and firms on the labor market, as well as local buyer-supplier

networks of intermediate products. Denser areas are expected to provide higher-quality
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matches because of the larger number of opportunities that agents face in a thicker market.

Hiring of managers or workers with relevant past experience in the production of goods for

a particular market is also more likely when firms are located near other exporters (see for

example Choquette and Meinen 2014). Finally, proximity facilitates learning or the trans-

mission of knowledge from incumbent exporters to potential entrants about specific aspects

of the export markets, including information related to tastes, marketing practices, pack-

aging, distribution channels, reputation of buyers etc. The downside of these mechanisms

is the tougher competition on the (common) export market as well as potential congestion

effects on input markets that may arise in denser areas (see for example Kang 2011).

Using transaction-level data for Peruvian exporting manufacturers this paper studies the

importance of export spillovers from the agglomeration of exporters in a given region, on the

extensive margin (the probability that an firm starts selling to a new export market) and

on the survival dimension of the intensive margin of trade(the probability a newly created

trade flow survives its first years of existence). Unfortunately empirically distinguishing the

mechanisms described above would require highly detailed data which is rarely available. For

this reason, this paper follows the empirical literature and focuses on studying the overall

or net effects of these spatial externalities. These effects can come from a variety of sources

and in principle can have both negatively and positive effects on entry and survival of export

relationships, and therefore their net effects are an empirical question. Thus, the objective

of this paper is to first test whether there is evidence of export spillovers affecting the entry

and survival of new firm-level trade flows, and to explore the nature of these effects.

To motivate this empirical exercise I construct a simple extension of the model of hetero-

geneous exporters with idiosyncratic demand shocks developed by Cherkashin et al. (2015)

to allow for uncertainty on fixed costs of exporting to a given market as in Freund and Pierola

(2010) and Segura-Cayuela and Vilarrubia (2008), and to allow for a role for the geographic

concentration of exporters in shaping this uncertainty. In the model the presence of other

exporters in the same region make the access to foreign markets easier, and also can have

positive effects on the survival of newly created trade flows. The model provides testable

implications that fit well the patterns of creation and destruction of firm-level export flows

observed in the data.

I find strong evidence that is suggestive of positive (net) local spillover effects from the

proximity to other relevant exporters on both the probability that an existing exporter
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adds additional product-destination combinations to her portfolio, as well as on the survival

prospects of these new export flows. These export spillovers appear to be both product

and destination specific, and truly local in nature. Results are robust to the inclusion of

several variables that control for other potential determinants of the entry and survival

of new export flows, as well as to alternative specifications, and are both economically and

statistically significant. The increment in the probability of exporting a new product-country

destination from having an extra neighbor that produces and trades the same product to the

same destination is 0.42 percentage points, all else equal. Although small, its magnitude gains

relevance when compared this with the average unconditional probability of entering any

product-destination in the sample (0.25 percent). In the case of survival, an additional peer

on the vicinity selling the same product to the same country is associated with an increase

of 1.18 percentage points on the probability of survival beyond the first year of a newly

created export relationship (which on average survive with an unconditional probability of

45 percent).

This paper’s contributions are threefold. First, I investigate the existence and nature of

local export spillovers in the context of a developing resource-dependent country in which

geographical and historical factors have determined a heavy concentration of economy pro-

duction around a single area, the capital city. The city of Lima hosts more than 80% of

manufacturers exporting in a given year while the rest are widely scattered in other urban

areas across the Peruvian territory. This context contrasts with the less uneven spatial dis-

tribution of firms in the countries (mostly developed) in which export spillovers have been

studied.1 The fact that I find evidence suggesting the presence of export spillover effects,

even when considering exporters located outside the capital city, reinforces the idea that

these effects are indeed an important mechanism and therefore deserve more attention by

both researchers and policymakers.

Second, I develop a simple partial-equilibrium extension of a model with heterogeneous

exporters showing how local export spillovers can be introduced through trade costs and how

1 Export spillovers have been studied in Spain (Moral-Benito 2013), France (Koenig 2009, Koenig et al.
2010), Belgium (Dumont et al. 2010), Russia (Cassey and Schmeiser 2012) and China (Fernandes and
Tang 2014). In virtually all these countries, exporters tend to be concentrated in more than one area
such as cities near important borders, or near important ports. In fact, with the sole exception of Koenig
et al. (2010) all these studies focused on destination-specific spillovers only (i.e. aggregating away the
product dimension of the data) precisely because it was evident ex-ante that one important reason for
the agglomeration of exporting firms in different regions was proximity to the countries they served (for
example, close to borders or along the coastal areas.). This feature is not present in the Peruvian data.

4



the empirical facts observed in the data can be explained using simple comparative statics.

In the model firms are subject to uncertainty about the fixed costs of exporting, and this

results in exporters with low productivity or with low demand shocks that decide to enter a

given market, only to later discover that the return from this market is not high enough to

survive longer than the first periods.

Finally, from a policy point of view the conclusions that can be drawn from this paper are

relevant for the design of industrial policies and export promotion policies. In the first case,

the conclusions from this paper can be relevant to answer questions about the effectiveness

of cluster formation policies (e.g. the creation of industrial parks). In the case of export

promotion policies, results presented here suggest giving more weight to the promotion of

geographic clustering of exporters and to the creation of formal networks of firms to facilitate

information sharing.

Relation to the literature. This paper related is to two strands of the international

trade literature. First, this paper relates to the strand that studies export spillovers from

the proximity to other exporters (or multinational firms) on the entry decision of domestic

producers (e.g. Aitken et al. 1997, Clerides et al. 1998 Bernard and Jensen 2004). More

recently a new group of papers have reexamine the issue using transaction-level data for

different countries as well as finer definitions of export relationships (see Koenig 2009 and

Koenig et al. 2010 for France, Dumont et al. 2010 for Belgium, Choquette and Meinen 2014

for Denmark.

Second, this paper also contributes to the literature that focus on the determinants of

the survival of new trade flows (see Besedes and Prusa 2006; Gorg et al. 2008; Molina and

Fugazza 2009; Esteve-Perez et al. 2011, and Albornoz et al. 2013). In particular, this paper

adds to the new literature that focus on the role of export spillovers on the survival exports

initiated by Cadot et al. (2011) and Fernandes and Tang (2014). Since the seminal paper

by Besedes and Prusa (2006), the survival or duration of export relationships has received

increasing attention as an additional dimension of export performance. Export survival is

a key aspect of the internalization of domestic producers, as the success of this process

must take into account the ability to keep selling to foreign markets over time (Molina and

Fugazza 2009). Furthermore, Eaton et al. (2007), Albornoz-Crespo et al. (2010), Buono

et al. (2008), among others have shown empirically that once an export relationship outlives

its first years of existence, it exhibits substantial growth rates contributing greatly to the
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intensive margin and hence to the country’s overall export growth. Also, as pointed by

Manova and Zhang (2012), a good identification of the determinants of firms export success

is key for the understanding of the patterns of international trade across countries, the welfare

consequences of globalization, and the design of export-promoting policies that promote trade

and ultimately growth in developing countries.

The rest of the paper is organized as follows. The next section presents the theoretical

framework that is used to motive the empirical exercise. The empirical analysis is presented

in section 3, starting with a description of the data set, a thorough description of the main

specifications and some of the limitations faced. Empirical results are presented in section 4,

followed by a discussion of the nature of the spillover effects found and a series of robustness

checks. Finally, section 6 concludes.

2 Theoretical Framework

This section provides a simple extension of the standard model of heterogeneous exporters

aimed at guiding the empirical analysis. The setting introduces two additional features

to the multi-country version of the standard model of heterogeneous exporters: (i) firm

and destination-specific demand shocks, a feature in recent models (see Eaton et al. 2009,

Cherkashin et al. 2015, Crozet et al. 2012 among others); and (ii) the possibility that the

proximity to other exporters in a given local area affects on the performance of new trade

flows. The model is in partial equilibrium and takes the location of exporters as exogenously

given. These features modify the productivity sorting mechanism characteristic to the Melitz

model and hence provides a simplified way to explain the high rate of death in the initial

years of life of new export relationships.

In this setting, the agglomeration of exporters in the same region influences both the sunk

costs associated with drawing a demand shock and the fixed costs of exporting to a given

export market faced by all firms located in a district. In the first case, these sunk costs are

assumed to be a non-increasing function of the measure of exporters selling to that particular

market in the region. In the case of fixed costs, these are are assumed imperfectly observed

by new exporters as in Freund and Pierola (2010) and Segura-Cayuela and Vilarrubia (2008),

and that their true value will only be revealed after the firm effectively exports for the first

time. The probability of getting a good or bad realization is however linked to the prevalence
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of export operations in the district.2

2.1 Basic set-up

Consider a set of firms producing differentiated varieties indexed by ω in a given country.

Preferences of the representative consumer in country j are given by Uj = H1−β
j Cβ

j : where

Hj denotes consumption of an homogeneous good, while Cj is a composite of differentiated

varieties defined as:

Cj =

(∫
ω∈Ωj

[aj (ω) qj (ω)]
(σj−1)/σjdω

)σj/(σj−1)

(1)

where Ωj is the set of differentiated varieties available in country j, σj is the elasticity of

substitution between varieties in country j, and the aj(ω) are variety- and country-specific

demand shocks. Firm-destination demand shocks allow the model to accommodate the fact

that two firms with the same level of productivity may differ both in the choice of countries

they decide to export to and in the amount exported to the same country.3

Solving the representative’s consumer utility maximization problem the demand for va-

riety ω is qj (ω) = αjpj(ω)
−σjEj/Pj

1−σj where Pj =
(∫

ω∈Ωj
[pj (ω) /aj (ω)]

1−σjdω
)1/(1−σj)

is

the ideal aggregate price index associated with (1), αj ≡ aj(ω)
σj−1, and Ej = βYj is the

portion of aggregate income Yj spent on differentiated varieties.

The model adopts the timing of events of the production decisions used by Cherkashin

et al. (2015), which explicitly separates the entry into the industry decision from the en-

try into an export market decision. First, entrepreneurs must pay a sunk cost to draw a

productivity shock φ from the cumulative distribution function G(φ) in order to enter the

industry; firms will enter only if they draw a productivity shock larger than φ∗ (industry

entry decision).4 Next in order to enter a foreign market j, firms must pay an sunk cost Kj

2 This is consistent with the model developed by Albornoz-Crespo et al. (2010): entry is the only way firms
can uncover information a given destination and then they can revise their profitability expectations for
future entry and exit decisions.

3 There are a number of possible interpretations for aj(ω). In addition to cross-country variation in the
tastes for variety ω, it could also represent a firms network of connections with purchasers in each market.
Without demand shocks, the model would predict a perfect hierarchy of destinations according to which
all exporters that serve a relatively though market (a remote or relatively small destination) should also
serve all easier countries.

4 See the appendix in Cherkashin et al. (2015) for a derivation of φ∗
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to draw a demand shock αj from the cumulative distribution H(α) (market entry decision).

Finally given φ and αj, the firm decides to effectively produce for exporting to destination

j if and only if its demand shock is high enough (production decision).

The homogeneous good is produced everywhere under perfect competition and with a

constant returns to scale technology. This good is freely trade across countries and will serve

as the numeraire. The differentiated-good industry is instead monopolistically competitive.

There are no economies of scope and therefore each firm produces a single variety and can

be indexed by φ. Firms are heterogeneous both in terms of their productivity draws φ and,

later, in terms of the country-specific demand shocks they receive. A firm with productivity

φ incurs a per-unit cost of production equal to 1/φ.

Trade is costly: in order to export to destination country j a firm must pay a variable trade

cost, which takes the usual destination-specific iceberg cost form τj ≥ 1; and a destination-

specific per-period fixed cost Fj, which can be interpreted as an overhead costs of exporting to

j. Profit maximization implies the well-known result that prices will be equal to a constant-

markup over marginal costs pj(φ) = (σj/(σj − 1))τj/φ.
5. Using this pricing condition and

the downward sloping demand curve it faces, a firm’s profits from exporting to j are:

Πj (φ, αj) = αjφ
σj−1Λj − Fj

where Λj ≡ σ
−σj

j (σj − 1)σj−1τ
1−σj

j P
σj−1
j Ej summarizes country j’s market potential.

Without uncertainty, firms will start exporting to destination j as long as the present value

of profits, discounted at a rate δ is non-negative:
∑

t δ
tΠj(φ, αj)−Kj = (1/ (1− δ))Πj(φ, αj)−

Kj ≥ 0. If a firm decides to stop exporting to j, then its option value is normalized to 0.

Then for any firm with productivity φ ≥ φ∗, the minimal demand shock to sell to destination

j is defined by Πj(φ, α
∗
j (φ)) = (1− δ)Kj:

α∗
j (φ) =

(1− δ)Kj + Fj

φσj−1Λj

(2)

That is, the expression for the demand shock cutoff α∗
j (φ) is common to all exporters but

its final value is firm-specific. Note that for highly productive firms, the cutoff α∗
j (φ) is

low, implying that those firms will be more likely to start exporting to j. In turn, low

5 Note that the price does not depend on the magnitude of the demand shock αj
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productivity firms require a high realization of the demand shock to start exporting to a

given destination which make them less likely to serve more export markets. This feature is

consistent with (i) more productive firms exporting to more and tougher destinations, (ii)

some relatively less productive (and therefore smaller) exporters selling to more distant and

tougher destinations, and (iii) some large exporters not selling to closer and larger (easier)

markets. All these patterns are well known in the empirical literature (see for example Eaton

et al. 2007, Amador and Opromolla 2008 and Lawless and Whelan 2008).

2.2 Local export spillovers

To introduce spatial externalities the set-up described above is extended in two ways. First,

assume now that firms are spatially distributed in a finite number of districts indexed by

ℓ, and let zℓj be a measure of the prevalence of other exporters shipping their products to

market j operating in district ℓ. Second, both the sunk costs Kj that potential entrants to

market j must pay to draw their idiosyncratic demand shock αj and the per-period fixed

costs Fj faced by entrants will be affected by the concentration of other firms exporting to

j in district ℓ.

In the case of sunk costs, these will now be allowed to vary across regions by assuming that

they are a deterministic function of zℓj. Assumption 1 states differentiability and regularity

conditions for Kℓj ≡ K (zℓj):

Assumption 1. The sunk cost K(·) is decreasing and differentiable with K ′ ≤ 0 and K ′′ ≤ 0

and satisfies limz→0 Kj(0) = K̄j and limz→+∞K (z) = 0.

This assumption captures the notion that the agglomeration of exporters selling to j in

ℓ will make it easier for potential entrants to effectively start exporting to the same export

market j due to cost-sharing mechanisms or by facilitating the transmission of information

about demand conditions.

On the other hand, as in Freund and Pierola (2010) and Segura-Cayuela and Vilarrubia

(2008) entrants face uncertainty on the fixed costs of exporting to country j; however unlike

these authors, the model here assumes that the proximity to other exporters play a role in

shaping this uncertainty. Specifically, with probability ρℓj ≡ ρ (zℓj) an entrant to export

market j gets a low fixed-cost realization Fj = FL
j and with probability 1− ρℓj the firm that
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enters j will face high fixed costs Fj = FH
j > FL

j . Assumption 2 establishes some regularity

conditions for the region- and destination-specific probability measure ρℓj:

Assumption 2. The probability measure ρ(·) is increasing and differentiable with ρ′ ≥ 0 and,

ρ′′ ≤ 0 and satisfies the following regularity conditions: ρ (z) ∈ [0, 1] ∀z, limz→0ρ (z) = 0 and

limz→+∞ρ (z) = 1.

Uncertainty is only revealed to the entrant after it effectively exports to market j; after

that F j will remain at that value forever.6

To see how the agglomeration of exporters and the uncertainty surrounding fixed costs

affect entry and exit in region ℓ, we can analyze the first two periods of the model backwards.

All results will be conditional on entry into the industry, i.e. for all firms for which φ ≥ φ∗.

In period 2, after the cost shock has been revealed, a firm located in ℓ must decide whether

to continue exporting to j and making Π(αj, φ) or exit which gives it a return of 0. The

minimal demand shock required for a firm with productivity φ and cost-shock k to consider

continue exporting to j is:

1

1− δ
Πj(φ, α

k
j ) = 0 ⇒ αk

j (φ) =
F k
j

φσj−1Λj

, k ∈ {H,L} (3)

where αH
j (φ) > αL

j (φ). Note that these ex-post cutoffs are completely independent of zℓj.
7

In the first period, before uncertainty is resolved and after drawing their demand shock

realization αj firms must decide whether or not to enter country j by looking at the value

of entry. As in Freund and Pierola (2010), there will be three types of firms. First firms

with low demand shocks will find it optimal not to start exporting to j even if they get a

low fixed costs realization. The value of not starting to export to country j is normalized

to zero. Second, firms with intermediate levels of demand shocks will attempt entry and

will choose to stay if and only if they receive a low realization of the fixed cost. The value

6 Firms may decide to experiment certain export markets only to discover the exact nature of these costs,
and withdraw if they are unexpectedly high. For the case of the first period, assume that exporters sign a
contract to sell a given amount of the variety they produce which they cannot renege even if they realize
that they will make negative profits.

7 Positive per-period profits are a necessary but not a sufficient condition to ensure survival, so these cutoffs
are only referential (because the sunk cost Kj must be taken into account.)
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function for this type of firms is:

V
E/X
j (αj, φ, zℓj) = (1− ρℓj)

[
αjφ

σj−1Λj − FH
j +

δ

1− δ
(0)

]

+ρℓj

[
1

1− δ

(
αjφ

σj−1Λj − FL
j

)]
−Kℓj (4)

where the second term inside the first bracket highlights the firm’s exit decision after ex-

porting for one period (thus getting a zero payoff).

Finally, firms with a very high demand shock realizations will always decide to export to

j, regardless of their fixed cost realization. The value function for this type of firms is:

V Always
j (αj, φ, zℓj) = (1− ρℓj)

[
1

1− δ

(
αjφ

σj−1Λj − FH
j

)]

+ρℓj

[
1

1− δ

(
αjφ

σj−1Λj − FL
j

)]
−Kℓj (5)

Equalizing the value function (4) with the value of not starting to export to country j

(zero) gives the minimal demand shock for a firm with productivity φ to start exporting to

country j:

α∗∗
j (φ, zℓj) =

(1− δ)Kℓj + (1− δ) (1− ρℓj)F
H
j + ρℓjF

L
j

(1− δ + δρℓj)φσj−1Λj

(6)

Similarly, the marginal exporter that is indifferent between staying forever in j and entering

and ceasing exporting after the first year has demand shock equal to the ex-post cut-off αH
j

defined in (3).8

The relationships between these cutoffs for a firm with productivity φ > φ∗ are illustrated

in figure 1. All firms with αj ≥ α∗∗
j will initially enter export market j. The two lines

represent the value of entering to export market j and exiting if the fixed cost realization is

high (5), and the value of continuing exporting regardless of the cost shock (4).

Because FH
j > FL

j for all j it is easy to show that the ex-ante cutoff (6) will always be

to the right of α∗L
j (φ) the demand shock cutoff under no uncertainty in fixed costs defined

in (2), with Fj = FL
j .

9 This result, illustrated in figure 1, has two implications: (i) firms

8 This cutoff results from equalizing V
E/X
j

(
αH
j , φ, zℓj

)
= V Always

j

(
αH
j , φ, zℓj

)
9 It can be shown that this hypothetical cutoff is between αL

j (φ) and α∗∗
j (φ) as illustrated in figure 1.
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that start exporting to j with a low fixed cost realization will never exit, and (ii) there is a

non-zero measure of firms that missed the opportunity to start exporting to a new export

market profitably due to the uncertainty on fixed costs. To see this last implication, note

that firms that drew demand shocks between α∗L
j (φ) and α∗∗

j (φ) and received a low cost

realization would have started exporting to j profitably but chose not to do so due to the

uncertainty in fixed costs.

On the other hand, the relationship between αH
j (φ) and α∗∗

j (φ) will depend on the rela-

tionship between ρ, δ, Kj and the gap between FH
j and FL

j . To focus on the interesting case

in which there is a clear hierarchy of cutoffs that generates exit, i.e. αL
j (φ) < α∗∗

j (φ) < αH
j (φ)

in what follows I will assume:

Assumption 3. In all regions the measure z is sufficiently above from 0 and the relative value

of the difference between FH
j and FL

j and 1− δ is large enough to guarantee the satisfaction

of the strict inequality ρℓj
(
FH
j − FL

j

)
> (1− δ)Kℓj.

10

Under assumption 3 those firms that get a high fixed-cost realization and demand shocks

that lie between α∗∗
j (φ) and αH

j (φ) will decide to exit after the first year of exporting to j.

Finally, note that the fact that all cutoffs move to the left when φ increases means that

more productive firms will be more likely to export to more markets and at the same time

they will be more likely to survive.

Effects of an increase in zℓj

In order to assess the effect of local export spillovers in the model, we can use comparative

statics by looking at how the ex-ante cutoff (6) changes as zℓj increases. The assumed

differentiability of ρ(·) and Kj(·) simplifies the analysis by allowing us to take derivatives.

Appendix A shows that an increase in zℓj results in a reduction in the ex-ante cutoff, a

reduction in the sunk costs of drawing a demand shock, and hence an increase in average

entry.

Proposition 1. Firms located in a region with a high prevalence of other exporters selling

to j will be more likely to start exporting to j.

10 Note that when z is very high, then K approaches zero and ρ approaches one. Hence, the strict inequality
is easily satisfied. In contrast, when z approaches 0, the ratio K̄/ρ goes fast to infinity and hence αH

j will
be to the left of the ex-ante cutoff α∗∗

ℓj,t
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Proposition 1 relies on two elements of the model. First, the sunk cost of starting to export

to market j is assumed to be a decreasing function of zℓj which means that the higher the

number of nearby exporters that sell to j, the cheaper it becomes to draw a demand shock

for potential entrants. Second, the ex-ante cutoff (6) is also a decreasing function of zℓj.

This last result implies in turn that as the concentration of exporters selling to j in region

ℓ increases, the ex-ante cutoff approaches αL
j the ex-post cutoff for firms with low fixed

costs (which is independent of zℓj). This means that the measure of firms that oversee the

opportunity to profitably export to j due to the uncertainty will be lower, and hence entry

should be higher on average. The additional firms that enter due to this reduction in α∗
ℓj

will follow the entry-exit strategy.

Figure 2 shows this by illustrating how the curves V Always
ℓj and V

E/X
ℓj change with an

increase in z. The increase in z reduces the absolute value of the intercept of V Always
ℓj

without affecting its slope, so that it registers an inward parallel shift; while it makes V
E/X
ℓj

steeper and changes the intercept of V
E/X
ℓj so that both new curves intersect again on αH

j .

Let ξHℓj denote the measure of exporting firms that draw a demand shock between α∗
ℓj and

αH
j . A corollary of 1 proved in appendix A is:

Proposition 2. The proportion of firms that engage in the entry-exit strategy is increasing

in zℓj.

The overall survival rate for firms that start exporting to market j from region ℓ can then

be written as:

Pr(Survivalℓj
(
φ, α, zℓj

∣∣φ ≥ φ∗
j

)
= (1− ρℓj) ·

(
1− ξHℓj

)
+ ρℓj · 1

where the first term is the contribution to the overall survival rate of firms that drew a high

fixed costs realization (which survive with probability 1 − ξHℓj ), and the second one is the

contribution of firms that received a good draw (which always survive). Appendix A shows

that,

Proposition 3. An increase in zℓj causes a reduction in the contribution of firms with high

fixed costs to the overall survival rate, while at the same time it increases the contribution of

firms with low fixed costs (because these firms survive with probability 1 and their proportion

will now be higher). Which effect dominates will depend on the initial level of zℓj and the
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curvature of the ρ(·) function: as long as the increase in the probability of receiving a good

draw that is caused by an increase in zℓj is large enough, which given the assumed curvature

of ρ(·) occurs when zℓj is low, then the overall survival rate will be higher.

This proposition implies that a reduction in the overall survival rate is feasible specially

when zℓj is high, which is consistent with the notion of congestion effects arising in denser

areas described in the introduction. Empirically, this implies the existence of an inverted-U

shape of the relationship between z and the average survival of entrants in export market j.

These two results follow from the regularity conditions assumed for ρ(·): for a low (high) z,

the slope of ρ(z) will be high (low) and therefore as z decreases (increases) it will be more

(less) likely to observe a higher (lower) survival of firms into j.

Finally note that this theoretical framework does not yield any testable implication for

the initial size of each trade flow. This is consistent with the fact that we are only allowing

for changes in the fixed/sunk costs of exporting: it is a well known result in the models of

heterogeneous exporters (Chaney 2008), a change in the fixed component of trade costs only

affects the extensive margin while a change in variable trade costs affects both the deepening

dimension of the intensive margin as defined by Besedes and Prusa (2007) and the extensive

margin of exports.

3 Empirical analysis

Following the predictions of the model outlined in section 2, this section analyzes the effect

of export spillovers on the probability that a firm enters a newly product-destination export

market (extensive margin) and the probability that this new export relationship survives

beyond its first years of existence (the survival component of the intensive margin). The

base spillover measure that will be used in the regression analysis below is the number of

exporters whose plants are located in the same district.

Due to the strong concentration of exporters in the capital city described in the introduc-

tion, the study of export spillovers requires using a more disaggregated definition of a trade
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flow. In particular, unlike most studies on this topic11 that use only the country dimension

of the data (i.e. trade flows are defined there as a firm-country combination), this paper

uses a more disaggregated firm-product-country definition.12

In the absence of an observed shock that could provide exogenous variation to obtain

identification of the local spillover effects, the empirical strategy consists of using an com-

prehensive set of fixed effects to absorb all sources of unobserved variation that are not

specific to a particular aspect of the theoretical framework outlined in section 2. In par-

ticular, firm-year fixed effects are used to control for unobserved firm-specific time-variant

factors such as firm’s TFP, age effects, capacity constraints and other idiosyncratic shocks

but also for time-invariant factors such as the firm’s manager ability to design a successful

internationalization strategy for the firm. One advantage of using firm-year fixed effects is

that their implementation does not wipe out the potentially rich information provided by the

firm’s unchosen potential choices and their relationship with the firm’s local environment.

The time-dimension of firm-year fixed effects also allows to account for more general factors

such as exchange rate shocks and the overall macro environment. On the other hand, the

inclusion of product fixed effects allows to control for time-invariant product characteristics

such as the country’s comparative advantage in the production and exporting of a particular

product which is unlikely to change within the sample of years considered. Finally, region

fixed effects allow to control for time invariant city characteristics that attract firms.13

The econometric analysis for both outcomes is based on a linear probability model. De-

spite its well-known caveats this is the most convenient choice to model entry and exit

relative to non-linear specifications like logit or probit, mainly because it allows the inclu-

sion of high-dimensional fixed effects (see Cameron and Trivedi 2010) a central component

of the present analysis.

11 See for example Moral-Benito (2013) who study the case for the Spanish exporters; Koenig (2009) and
Koenig et al. (2010) who study the French case; Dumont et al. (2010) for the Belgian case; Cassey and
Schmeiser (2012) for the Russian case, and Fernandes and Tang (2014) for the case of Chinese manufactur-
ers. In all these cases it was evident ex-ante that one important reason for the agglomeration of exporting
firms in different regions was proximity to the countries they served (for example, close to borders or along
the coastal areas). This feature is not present in the Peruvian data.

12 Koenig et al. 2010 focused on both destination-specific and product-specific spillovers using a firm-product-
country definition of export relationship.

13 More productive firms self-select and better able to survive in bigger cities due to competition effects that
are not related to any kind of agglomeration gains (Melitz and Ottaviano 2008)
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3.1 Data

The main data set employed in this paper is based on Peruvian transaction-level customs

data collected by the Peruvian Customs office SUNAT-Aduanas (Superintendencia Nacional

de Administracion Tributaria) that cover the universe of Peruvian exporters between 1996-

2012.14 The unit of observation is the export declaration form which includes the date of

the transaction, the products exported, the destination country and the value of the sale

among other details of each transaction. Firms are identified by their local tax identification

number and products are classified according to the 10-digit Nandina product classification

common to all members of the Andean Community the first six digits of which coincide with

the Harmonized System.15

Data on firm-characteristics also came from SUNAT and includes each exporter’s main

business activity and the number of workers declared for social security purposes for each

year between 2001 and 2011. Crucially for this paper, I had access to the exact location and

type of all establishments associated with each firm (e.g. headquarters, plants, commercial

shops, warehouses and administrative offices). This data is static in the sense that it reflects

the most up-to-date information. However since the empirical setting focuses on single-

plant manufacturers that registered exports in recent years I assume that the information

on location obtained in 2012 applies to all years under analysis.16

Additional sources include data on world imports at the product level from U.N. COM-

TRADE and data on GDP, exchange rates are from the World Development Indicators of the

World Bank. Finally, data on bilateral distance, common language and common border be-

tween Peru and its trade partners come from Centre d’Etudes Prospectives et d’Informations

Internationales (CEPII).17

The data set is aggregated to yearly flows at the 4-digit HS product level.18 In order to

14 Access to the database was kindly provided by Sociedad de Comercio Exterior del Peru, Comex-Peru.
15 This data set was subject to an deep cleaning process to minimize inconsistencies and cases of measurement

error. Appendix B.1 describes this process.
16 Plant reallocations are possible but must occur with a very low probability, but if it occurs most likely

will be within the same district. Since the spillover measure is based on the concentration of exporters
in a given district, this is a lesser problem. However in some cases in which there appeared to be some
inconsistencies, it was possible to consult historical records on a particular firm’s location. The cases of
mismatch were minimal.

17 This data is available at http://www.cepii.org.
18 The reason to work with a rather aggregate product definition relies entirely on computational limitations,

as described in section 3.
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minimize inconsistencies due to changes across versions of the Harmonized System product

classification I applied the product concordance developed by Cebeci (2012) that corrects

for changes in the HS nomenclature across time.

The empirical analysis focuses on single-plant manufacturing firms exporting consumption

and intermediate products.19 A firm is considered to be a manufacturing firm if its reported

main business activity corresponds to any of the manufacturing sub-sector of the ISIC re-

vision 3 industrial classification, and did not report wholesaling or retailing as a secondary

activity.

Table 1 present some basic statistics for the years in the estimation sample. In 2006,

there were 1,828 manufacturers that exported almost 500 product codes in 72 industries to

141 destination countries. Single-plant manufacturers firms represented around 90% of all

manufacturing exporting firms in all years under analysis as shown in table 2. In regressions

both right-hand side and left-hand side variables refer to single-plant manufacturers.20

Exporters’ spatial distribution. The Peruvian territory is divided in three administrative

subdivisions, starting from the most aggregate: regions (regiones), provinces and districts.21

The average area of a district in the country is 700 squared kilometers, but it is considerably

lower in urban areas (in the city of Lima the mean district has an area of only 58 square

kilometers.) Even though I can observe the exact addresses of all establishments associated

with all exporters, the lack of an efficient post-code system for local addresses makes it

impossible to geocode them using standard techniques.22 For this reason, the analysis will

use the district as the most disaggregated area to study spillover effects.

The spatial distribution of single-plant manufacturers that registered exports in 2006

across districts is shown in figure 3. As a reference point to illustrate the unequal distribution

of economic activity across the Peruvian national territory, this map also shows the location

of all plants owned by firms that are listed at the National Registry of Manufactured firms

constructed by the Ministry of Production, which in turn is based on the registry for the

19 Capital goods are excluded as several export transactions were identified as corresponding to the occasional
selling of assets by firms that are reallocating or were in the process of being liquidated.

20 A similar strategy was used by Koenig et al. (2010) to study the effect of local spillovers on the decision
to start exporting by domestic French producers.

21 In the period of analysis, there were 24 regions, 194 provinces and around 1800 districts nationwide.
22 It is however possible to geocode addresses located in main cities, particularly the capital city Lima.

However the number of addresses for which their coordinates can be accurately retrieved (for example
using apps that use Google Maps) is too small.
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National Economic Census conducted in 2007. Circles represent different bins for the number

of exporting single-plant manufacturers located in a given districts, adjusted for the area of

the district. There are two patterns that are worth highlighting. First, as anticipated

exporters are heavily concentrated in the Lima-Callao area in the center coastal area.23 In

a given year about 75 percent of all exporters were located in the Lima-Callao area, while

goods shipped from the sea and air customs located in El Callao represented roughly 80

percent of the aggregate value. Second, there are certain regions outside Lima-Callao which

exhibit some degree of agglomeration of exporters, specially in coastal regions in northern

Peru. Finally, outside Lima, districts that host exporters tend to be widely dispersed and

there are large areas were no exporters were located at all.24

The map also zooms over the Lima-Callao region to how plants are agglomerated in the

districts that conform Peru’s capital city. This figure shows that within this region, there are

some districts that host a great number of single-plant exporters, specially in districts near

the area in which the country’s main port and airport are located (next to the peninsula that

appears at the centre of the map). Across groups of products, the concentration of plants in

the Lima-Callao region may vary as is shown in figure 4.

3.2 Entry into new export markets

An ideal setting to study the entry decision of firms into new export markets would include

the observation of all firms at risk of entry as well as their set of potential choices. In any

given year, the set of firms at risk of entry or potential entrants can be composed by in-

cumbent exporters, by first-time exporters and by non-exporters. Unfortunately, observing

non-exporters for the Peruvian case is not possible due to the lack of a census or a represen-

tative survey of manufacturing firms that could be linked to the customs data. Additionally

defining the set of potential choices requires knowledge of he previous export behaviour of

firms. For these reasons, the analysis will focus on the entry decision of incumbent exporters

23 The Lima-Callao area consists of core districts of the Province of Lima and the special province of El
Callao–a subset of districts within the Province of Lima that gained the statue of Province after Peru’s
independence from Spain. The country’s main seaport and airport are both located in the El Callao.

24 Historical and geographical factors explain this situation. On the one hand, since the time in which Peru
was a colony of the Spanish empire the economic activity and urban areas have been heavily centralized
around the capital city and near seaports along the coastal line. On the other hand, the geography of
the Peruvian territory is particularly complicated as the Andes mountains cut across the country from
northwest to the southeast, representing (even today) a severe constraint for the development of transport
infrastructure and hence for the development of productive areas at the interior regions.
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to new product-country combinations in a given year, that is manufacturers that became

exporters at least the year previous, leaving aside those firms that export for the very first

time are excluded from the analysis.25

To define the set of potential choices faced by entrants, a number of restrictions must

be applied to the data in order to avoid the unnecessary (and uninformative) growth of

the number of observations as well as to avert computational limitations for estimation.

First, as described before a rather aggregate definition of a product is used, based on the

first four-digits of the HS product codes.26 Second, the analysis is restricted to the period

2002-2007 in order to focus on a period in which Peruvian exports of manufactured products

exhibited strong positive growth rates. Third, to define the set of potential countries that

can be served by a firm located in district ℓ, only countries ever served by firms located in

the same district in any year of the full-sample of the export transaction data (between 1996

and 2012) are taken into account. Finally, to define a firm’s set of potential products only

4-digit HS codes exported by other manufacturers located in the same region that belong

to the set of 2-digit HS industry codes exported by firm f the year previous are taken into

account.27

Applying these restrictions, the number of observations increases significatively from 25

thousand to around 13 million observations between 2002 and 2007. While most of these

observations corresponds to zero-trade flows, they provide potentially valuable information

regarding the effect of local export spillovers on exporters’ entry choices after controlling for

other key determinants of entry.

The dependent variable for entry is constructed as follows:

Entryfℓpd,t =

 1 if{Vfℓpd,t−l = 0}l≥1 ,
∑

h,k Vfℓhk,t−1 > 0, Vfℓpdt > 0

0 otherwise
(7)

where Vfℓpd,t denotes the value of exports of product p to country d by firm f located in

25 A similar strategy is used by Araujo et al. (2013) using Belgian customs data. In unreported regression,
new exporters were included in the sample and estimation results did not change significatively.

26 That is, for instance this considers that exporters selling 6-digit product code 610412 “Women’s or girls’
suits of cotton” can be influenced by exporters selling the same product code but also by firms exporting
product 610433 “Women’s or girls’ Jackets and blazers or synthetic fibres”, both of which belong to the
same 4-digit code 6104 “Women’s or girls’ suits, ensembles, jackets, blazers, (...) knitted or crocheted”.

27 Paravisini et al. 2011 defines potential product-destination choices, also for Peruvian exporters, using
similar restrictions to the data in order to study the effects of bank credit on the extensive margin of
exports during the recent financial crisis.
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district ℓ at time t. The indicator function Entryfℓpd,t equals 1 if firm f starts exporting

product p to country d for the first time in year t. Since the Customs data goes up to 1996 and

care was taken to guarantee the comparability of products across years, I can be confident

that an observed entry is really the first time that an exporter is selling a product-country

combination.28

The baseline estimation specification is then:

Pr
(
Entryfℓpd,t = 1

∣∣X) = λft + λp + λℓ + θSpill′ℓpd,t + Z′
pd,tβ1 +W′

fpd,tβ2 + υfℓpd,t (8)

where λft, λp and λℓ denote firm-year, product and district fixed-effects. The matrix of

country-product-year characteristics Z′
pd,t includes the aggregate volume of imports of good

p by country d at time t−1 from all trade partners as a measure of product-specific worldwide

demand, and the geodesic bilateral distance between Peru and country d as well as dummies

for common language and sharing a border as proxies for trade costs. On the other hand,

the matrix of firm-product-country controls W′
fpd,t includes measures of experience of the

exporter with the country (the number of other products exported to country d) as well as

with the product (the number of countries to which product p is also exported by the firm).

Finally, to account for the sequential expansion of export markets and for the fact that export

experience facilitate entry in geographically or economically similar destinations, for each

product-country combination I include the count of countries to which the firm exported

product p that either share a border with product d, or use the same official language, or

share a border. That is, these variables control for extended gravity forces as defined by

Morales et al. (2015).

The parameter of interest here is θ which gives the marginal effect of an increase in the

measure of the prevalence of export operations in region ℓ at t− 1 on the probability that a

firm decides to start exporting a new product-country combination.

3.3 Survival beyond the first year

As discussed above, the model does not predict any effect on the traditional intensive margin

(the value of each trade flow). However, it does show that survival dimension of the intensive

28 Table A1 illustrate the distribution of the dependent variable for entry in 2006 according to the number
of neighbors of exporters in the sample.
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margin can be influenced by these local export spillovers. The variable of interest for this

purpose will be the probability that a newly created export relationship survives beyond its

first year of existence.29

Let Survivalfℓpd,t be an indicator variable that takes the value of 1 if a firm f located in

district ℓ starts to export p to country d at time t for the first time, and survives at least

until t+ 1. The dependent variable is then defined as follows:

Survivalfℓpd,t =

 1 if {Vfℓpd,t−l = 0}l≥1, Vfℓpd,t > 0, Vfℓpd,t+1 > 0

0 if {Vfℓpd,t−l = 0}l≥1, Vfℓpd,t > 0, Vfℓpd,t+1 = 0
(9)

That is, a new firm-product-country trade flow is considered a success if it lasts at least two

years, and a failure otherwise.30

The specification for estimating the effects of local export spillovers on the probability

that a new export relationship survives beyond its first year of existence is:

Pr
(
Survivalkfℓpd,t = 1

∣∣X,Entryfℓpd,t = 1
)

= ηft + ηp + ηℓ + θ2Spillℓpd,t

+Z′
pd,tγ1 +W′

fpd,tγ2 + εfℓpd,t (10)

where ηft, ηp, and ηℓ denote firm-year, product and district fixed-effects, respectively. Ma-

trices Zpd,t and Wfpd,t are defined as for the specification of entry: the same covariates that

affect entry are likely to also drive the probability of survival. The only difference with

respect to (8) is that here W includes the size of firm’s f initial sale of product p to country

d, which has been shown to be an important determinant for the probability of survival of

trade flows(Eaton et al. 2012, Rauch and Watson 2003). That is, relationships that initiate

with large initial values are less likely to cease after the first years relative to relationships

that start with low values.

29 The approach of modeling the survival past the first year is also used by Cadot et al. (2011) to study the
survival of export relationships initiated by African exporters; by Araujo et al. (2013) to study the role of
institutional strength in shaping firm export dynamics (although without incorporating the geographical
dimension) and by Fernandes and Tang (2014) who analyze the role of geographical information spillovers
among Chinese exporters.

30 Table A2 illustrate the distribution of the dependent variable for survival in 2006 according to the number
of neighbors of exporters in the sample.
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3.4 Estimation issues

Before analyzing the estimation results it is worth discussing some well known estimation

issues that are common to empirical applications on firm-level export dynamics. The posi-

tive correlation between alternative spillover measures and the probability of entry and the

probability of survival beyond the first year of an new export relationship is suggestive of

the presence of local export spillovers but it is not enough to claim causality. The identifi-

cation of export spillovers on the probability of entry and survival of newly created export

relationships requires an assessment of econometric issues related to reverse causality and

simultaneity biases, omitted variable bias and sample selection bias.

First, reverse casuality implies that both entry and survival of a newly created relationship

by firm f can affect the stock of exporters in a given district r. Similarly there can be

simultaneity issues can affect the relationship between spillover measures and the survival

of new export relationships as the former can be determined by the same factors as the

probability of survival of a new export relationship. To make up for these potential problems

I follow the usual practice in the empirical literature of lagging all right-hand side variables

by one period.

A second set of issues are related to potential omitted variable bias. Even though the

comprehensive set of fixed-effects described above which include firm-year, product and

industry individual effects allows to partially offset this problem, there could still be factors

that vary at other dimensions such as country-district and at the district-year level that

could be affecting the survival of trade flows. In particular, district-year characteristics (e.g.

changes in the local business environment) could be important factors that may not be

properly controlled for with the benchmark specification. For this purpose I run robustness

check with different sets of fixed-effects. As will be detailed in subsequent sections, all results

are generally robust to these alternative specifications.

Finally, there can be concerns about selection bias affecting the estimation of the proba-

bility of survival of new export flows since the profitability of uninitiated flows is by definition

unobserved. While the most appealing solution to deal with this problem would be apply

an estimator for selection-bias in the spirit of Wooldridge (1995) which allows to control for

unobserved heterogeneity in a panel as applied for example by Araujo et al. (2013), doing

this with the unit of observation defined as the triad firm-product-destination would be com-
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putationally unfeasible. As a second-best approach, the robustness of the main estimates is

assessed using different sub-samples of firms according to their size.31

4 Results

This sections presents the estimation results of the regression analysis outlined above. The

focus is on the spillover measures which is a measure of the prevalence of export activities in

the neighborhood of a given firm. If there local export spillover have non-negligible effects

of the performance of new firm-product-country trade flows, then we can expect that such

measures have a positive and significant effect on the probability of entry and of survival

beyond their first years of existence of these new export relationships. Because the regressor

of interest (the spillover measure) is at the district-market level, all tables include standard

errors clustered at the district level (Moulton 1990; Gormley and Matsa 2013). All tables

described below report the value of estimated parameters multiplied by 100 for ease of

interpretation.

4.1 Effects on the entry decision to new export markets

I estimate some variations of equation (8) and collect the results in table 3. Column (1)

includes only the most specific spillover measure, the number of exporters selling the same

product to the same country the previous period, and the set of fixed effects. The value of the

estimated parameter is positive and highly significant. The next two columns progressively

add relevant controls, first for country-product specific demand and geographic frictions

that are well known determinants of trade flows, and later measures of the experience as a

exporter specific to the firm initiating a new export relationship. Column (2) adds country

d’s specific demand for imports of product p from all countries in the world (except Peru) as

a measure of demand; the geodesic distance between country d and Peru; and dummies for

when the trade partner shares a border or the same official language (in this case, Spanish).

The effect of demand is positive and statistically significant, suggesting that everything else

31 A third possibility could be to resort to the strategy used by Araujo et al. 2013. These authors employ
a similar empirical strategy for equations of entry and survival, which includes firm-year fixed effects and
show that a simple parametric assumption regarding the correlation between the firm-year fixed effects in
each equation suffices to obtain consistent estimates for the coefficients of both equations by running them
separately and applying the corresponding within transformation to remove these effects.
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equal a higher demand for imports of product p increases the probability that an incumbent

exporter starts selling the product to that country. Similarly, the effect of geographic distance

is negative which suggests that entry into farther countries is less likely. The dummies for

common border and language are both positive, but only the first is statistically significant.

Column (3) adds the number of 2-digit HS codes exported to the same country, as a proxy for

the experience of the firm with the country; the number of other countries to which product

p is also exported, as a measure of firm’s experience with the product; and finally the sum

of all countries which share similar characteristics than country d (including same language,

common border, same colony origin, same continent) to control for extended gravity forces.

The effect of adding these controls on the estimated value of the spillover measure is a small

reduction in its value, leaving it positive and statistically significant at 1%.

Less specific measure of spillovers are tested in column (4) and (5): first the number of

manufacturers located within the same district exporting product p to any destination, and

then the number of manufacturers exporting any product to country d also located in the

same district. The value of the parameters are also positive, statistically significant but

considerably lower in magnitude. These results confirm the finding of Koenig et al. (2010)

in the sense that the export spillovers effects are both product and country specific.

Finally, column (6) retakes the most specific spillover measure and adds control for the

number of other firms selling the same product to other countries, as well as the number of

other exporters selling other products to the same country under analysis. The estimated

coefficient of these last measures are tiny but not statistically significant and the magnitude

of the coefficient is not far from the specification in which only the most specific spillover

measure is included. For this reason, column (3) will be the benchmark results for the rest

of the analysis: an additional peer in the vicinity exporting the same product to the same

destination increases the probability of entry for the average exporter by 0.42 percentage

points. The estimated impact seems small in magnitude but is comparable to what was

obtained by other authors looking at different countries. Also, this effect is large compared

to the unconditional probability of starting to export a product-country destination in any

year, which is 0.25 percent.
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The nature of the effect of export spillovers on entry

Table 4 explores whether the identified export spillovers are heterogeneous across some firms

characteristics and gives some hints about the nature of these effects. To ease comparison

with the base results, column (1) replicates column (3) of table 3.

Heterogeneous effects. Column (2) of table 4 explores the heterogeneity of relationship

between the spillover effects and the size of firms, by adding an interaction term of the

spillover measure with the exporter’s size as measured by its total exports.32 The value of

the coefficient of the interaction is small, negative and marginally statistically significant

suggesting that the spillover effect is somewhat stronger for smaller firms.

Column (3) tests for differentiated export spillovers on young exporters i.e. firms that

exported for the first time on the previous period. The coefficient of the interaction term

is positive, statistically significant and more than 1.5 times larger than the base effect on

“established” exporters, suggesting that the influence of the spatial externalities is stronger

on firms that are less experienced as exporters. This is a fairly intuitive result: older and

more experienced firms have well established relationships with their input suppliers and are

less likely to benefit from new information about export markets, and so are less likely to

benefit from having more neighbours than exporters with little recent experience.

Quadratic effects. As was stated in the introduction, the spillover effects that this and

similar studies uncover are really the net effects from the interaction of both positive and

negative factors that arise from the proximity to other manufacturers selling to the same

export market. A positive coefficient for the spillover measure means that the average

contribution of positive factors behind the spillover effect dominates that of negative factors.

However, as shown in the theoretical framework, it could be the case that factors from the

negative side begin to dominate once the agglomeration of relevant exporters is high enough.

In other words, factors like congestion in the use of infrastructure services and competition

for local inputs could represent a severe bottleneck for the performance of exporters when

the number of exporters is above a certain level (see Fujita and Thisse 2013, p. 130).

To check whether the relationship between the probability of entry and spillover effects

exhibit an inverted U-shape, column (4) adds the squared of the spillover measure. The

estimated coefficient obtained is negative, highly statistically significant but very small in

32 Similar results are obtained when using the number of workers as a measure of size.
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magnitude, suggesting that while there is room for congestion effects in regions with a very

high concentration of firms, the effect is very unlikely to dominate positive effects from other

mechanisms.

Spatial decay. Columns (5) and (6) of table 4 test how geographically specific are the

spillover effects. Because the most disaggregated geographical area considered above is the

district level, I check whether the spillover effects are constrained to firms located within the

same district only, or firms located in other districts within the same province can also have

an effect. That is, this is checking whether the local export spillover effects are subject to

spatial decay.33

To do this equation (8) is reestimated using first the spillover measure calculated at the

province level, and then distinguishing between exporters located in the same district and

exporters located in other districts, but within the same province. If the parameter of the

spillover measure for firms located in other districts within the same province is positive and

statistically significant, but lower in magnitude than the coefficient for the spillover measure

at the district level, then this would be evidence of spillovers exhibiting spatial decay.

First, column (5) adds the spillover measure but at a the province level, resulting in

an estimate that although statistically significant and positive is an order of magnitude

smaller than the estimate obtained with the number of exporters located in the same district.

Column (6) adds to the benchmark measure of spillovers, the number of firms selling the

same product to the same destination located in other districts within the same province.

The resulting estimates suggests that these spillovers are highly localized and indeed subject

to spatial decay since the value of the coefficient decreases with distance from the initial

firm. The effect is almost 4 times smaller than the benchmark result.

Time decay. In their analysis of export spillovers on the export decision of UK firms,

Greenaway and Kneller (2008) argued that spillover effects could be subject to decay through

time. That is, focusing on the information sharing component of the spillover effects, the

information from the recent entry experience of neighbors (i.e. the year previous) may be

more relevant for potential entrants than information from exporters that entered long before.

This situation could signal a potential problem if the whole effect is driven by the presence

of new exporters as the coefficient might be picking up a contemporaneous exogenous shocks

33 Choquette and Meinen (2014) and Koenig et al. (2010) find clear evidence of spatial decay when analyzing
the role of export spillovers on the export propensity of local Norwegian and French producers, respectively.
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on trade policy or foreign demand, that are not well controlled for by fixed-effects.

To check whether the local spillover effects found before are subject to this issue, I disag-

gregate the source of spillovers between export relationships initiated the year previous and

those initiated on later years. In principle, this requires the assumption that the information

sharing component of the spillover effects found dominates.34 Here new exporters at time

τ are firms that started to export product p at time τ − 1 and then continued exporting at

time τ . That is, an neighbor is new if it has at most two years of experience with product-

destination pd. Results shown in columns (7) of table 4 indicate that although the effect

on entry is stronger from new exporters, the presence of more experience exporters is also

important and the effect is both positive and statistically significant.

4.2 Effects on the probability of survival beyond the first year

Results from estimating the linear probability model for survival outlined in (10) are pre-

sented in table 5. Using a similar strategy as for the case of entry, I first run the regression

with the most specific spillover measure (the number of manufacturers exporting the same

product to the same country on t − 1), and then add different controls in the adjacent

columns. A regressor added here that was not present in the estimation for entry is the

initial size of the export relationship which has been identified as a key determinant of its

probability of survival of trade flows (?). Results indicate that just as was the case for entry,

the value of the estimated spillover effect is reduced in magnitude when controlling first for

demand and geographic frictions, and then for the exporter’s past experience with similar

product or similar countries. The effect, however, remains positive and highly significant.

The specificity of the spillover effect on survival is checked as for entry using more aggre-

gate measures in columns (4) and (5). In both cases, the value of the coefficient is much lower

in magnitude and only with the number of firms selling any product to the same country, the

coefficient is statistically significant. When including both aggregate measures and the most

specific measure, then neither of the aggregate measures of spillover effects are statistically

significant. For this reason, as was the case for the regression of entry, column (3) will be

taken as the benchmark results for the remaining analysis. This suggests that an additional

34 Other components of the spillover effects could also vary with the experience of incumbent exporters. For
example, it also could be the case that more experienced exporters have well established relationships with
local input suppliers and therefore, they are more likely to create congestion effects on this dimension.
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peer on the vicinity selling the same product to the same country represents an increase of

1.18 percentage points on the probability of survival for the average newly established export

relationship.

The nature of the effect of spillovers on survival

Heterogeneity across firm characteristics and a preliminary assessment of the nature of these

spillover effects is studies in table 6. As for entry, column (1) replicates column (3) of table

5 for ease of comparison with the other results.

Heterogeneous effects. Column (2) explores the heterogeneity of relationship between the

spillover effects and the size of firms that start selling new product-market combinations,

as measured by the total size of their export sales. Unlike the case of entry, the value of

the coefficient of the interaction of this measure of size is positive and statistically signifi-

cant, while the main spillover effect is reduced in magnitude and ceases to be statistically

significant. This reversal of results with respect to what was obtained for entry is somewhat

puzzling as it reads as if the spillover effects on survival are stronger for larger firms only.

This however can be interpreted as picking up part of the effects of total factor productivity

on the survival of new export relationships that are not well controlled for with firm-year

fixed effects: larger, more productive, firms will tend to survive longer on average regardless

of the environment where they develop their productive activities.35

Column (3) tests the differentiated effect of the spillover measures for young exporters

i.e. firms that exported for the first time on the previous period. Although positive, the

coefficient of the interaction term is no statistically significant suggesting that there is no

clear additional effect on survival for young exporters relative to that for more experienced

ones.

Quadratic effects. Congestion effects could mean difficulties in the timely delivery of

goods, which buyers can perceived as a signal of quality, and therefore can produce early

relationship breakups. Similarly, the limited availability of quality inputs due to congestions,

can also be translated into a lower quality of products being traded and therefore can affect

the survival prospects of new trade flows that involve these products.

35 This also can be linked to one of the predictions of the model which says that for any productivity level,
the higher the concentration of other exporters, the more likely a firm is to enter. However, survival will
only be positively affected as long as zℓj is relatively low.

28



To check whether this is something that appears in the data (i.e. an inverted U-shape of

the relationship between the survival prospects of new export relationships and the spillover

measure), column (4) includes quadratic terms for the spillover measures in the benchmark

specification. As was the case for entry, for survival the quadratic terms is negative and

statistically significant although low in magnitude, suggesting that negative mechanisms

behind the spatial externalities from proximity may being to dominate positive ones, and

thereby generate negative spillovers, only on districts that exhibit a very high concentration

of other exporters selling the same product to the same destination.

Spatial decay. Columns 5 and 6 of table 6 explores whether the spillover effects on survival

are subject to spatial decay. Essentially here evidence for spatial decay is not as strong as

for the case of entry. The coefficient for the measure of firms selling the same product to the

same district located in any of the districts of the same province where the manufacturer

under analysis has its plant is positive and considerably lower in magnitude than the specific

effect shown in column (1). However, when splitting this measure into the number of firms

located in the same district and the number of firms located in other districts within the same

province, the estimated coefficient for the first measure is positive and large in magnitude

but not statistically significant, while the coefficient for the measure that refers to firms

located farther from the firm under analysis is statistically significant. In other words, the

spillover effect appears to decay with distance but the main effect is not longer statistically

significant.

Time decay. Finally, columns (7) explores time decay of the spillover effects. Estimates

suggest that the spillover effect on survival is dominated by more experienced neighboring

firms as the coefficient for the spillover measure corresponding to the number of these firms is

large, positive, highly statistically significant and close in value to the main effect in column

(1), while the effect from less experienced exporters is lower in magnitude but no significant.

This suggests that these effects are not subject to time decay and what is more, for survival

the effect of the nearby presence of experienced exporters is much more important for the

survival prospects of newly formed export relationships for the average exporter.
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4.3 Robustness checks

I perform a series of robustness checks to the main results described above. These checks

include using alternative measures of spillovers, changing the definition of survival, using

different sub-samples, and using different fixed-effects specifications.

Alternative measures of local spillover. The first robustness check comes from using

alternative measures of local spillover. First, I use the aggregate value of export sales by

firms selling the same product to the same country, located in the same district. Results

in table A4 and table A6 reproduce the same results shown in tables 3 and 5 mimic well

the ones obtained using the number of firms selling the same 4-digit product: the estimated

coefficients are always statistically significant and positive.

A concern about using the number of neighbors exporting the same product to the same

market is that this measure does not take into account the location of exporters within

the district. In an ideal setting, the exact geocoded location of firms (or plants) would be

available and this would allow the researcher to compute a much more accurate measure of

the agglomeration of firms (e.g. the average distance to neighbors).36 Unfortunately, for the

Peruvian case this data is not readily available, in particular for firms located outside the

main capital city.37

For this reason, some authors have used instead a measure of the density of firms in a

given district, i.e. the ratio of the number of exporters to the area of the district. For this

reason, table A3 replicates the base results shown in table 3 but with the spillover measure

adjusted for the area of the district. All previous results are confirmed, implying that the

number of neighbors is a valid spillover measure.

Different subsamples. The first five columns of tables A7 and A8 reproduces the base

estimation using different subsamples of firms according to their size, as measure by their

number of workers.38 The first two columns use the size of the median exporter (10 employ-

36 This is done, for example, for a cross-section of Spanish exporters by Moral-Benito 2013.
37 The data set of addresses of establishments associated with exporters used in this paper does include

sub-zones which are not formally nor legally well defined including “sub-urban areas”, “business parks”
or “industrial zones”, for roughly half of firms included in the sample under analysis. Even though in
principle firms could be grouped using these areas as a fourth level of disaggregation within the district,
the fact that some of these areas overlap between two districts, and that not all addresses include such
identifiers limits their use.

38 While this is a measure of formal employment by these firms, and not the overall size of their labor demand,
the fact that exporters tend to be more formal somewhat ameliorates concerns about the validity of this
measure as a proxy for firm size.
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ees) as a cutoff to distinguish large and small firms. Results are positive, highly statistically

significant and their magnitude is very close to each other. Relative to the estimated values

in the benchmark results, for the case of entry the estimated values are higher, while for

survival the value of the coefficients they are very close.

Columns (3) and (4) use the approximate 75 percentile (50 employees) to create to sub-

samples of firms. Same conclusions as above apply here. The only difference is that for

survival, while results are similar to the ones used the median as the cutoff, their statistical

significance is somewhat reduced.

Concentration in the capital city. Another potential concern about the results presented

above is that the high concentration of the country’s economic activity around the Lima-

Callao region (see subsection 3.1) could mean that the spillover effects found above are driven

entirely by firms located in this region. For this purpose I re-estimate results that appear in

the third column of tables 3 and 5 using both the subsample of single-establishment firms

located in the Lima-Callao region, as well as the subsample of single-establishment firms

located in districts outside this area.

Results are shown in columns (6) to (8) of tables A7 and A8. First, column (6) and (7) run

the regressions for the sub-samples of firms locates in Lima and outside Lima, respectively,

suggesting a much more pronounced effect of the spillover externalities on firms located

outside the country’s capital. Only the regression corresponding to entry of firms located

outside Lima fails to be statistically significant. All patterns found in the basic specification

and in previous robustness checks are repeated when analysing these sub-samples. Direct

marginal effects are all positive, statistically significant and larger in absolute value than

the ones obtained using the whole sample of firms. In particular, when using the subsample

of firms located outside the Lima region, the magnitude of the estimated coefficients is

considerably larger, and also externalities from the proximity to intermediaries are now

considerably larger than the spillover from the proximity to other manufacturers.

Changing the definition of a surviving relationship. The definition of a surviving

export relationship (as one that survives for at least 2 years) used in the basic results de-

scribed above is somewhat arbitrary. The analysis of the survival probability of new export

relationships in subsection 3.1 shows that the great majority of new export relationships

are terminated on their first years of existence. However the shape of the survivor function

really “stabilizes” after the first three or four years. Therefore, here I repeat the exercise
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using stricter definitions of a successful export relationship.

Results are shown in table A9. Compared to the benchmark estimation results in columns

3 of table 5, estimated coefficients using the above stricter dependent variables show similar

patterns. In all cases, estimated coefficients have lower absolute value but remain significant

at the 10% and with the same sign as for the benchmark case. This means that the spillover

effects found above are not driven by the number of new export relationships that last for

exactly two years.

Alternative fixed-effects specifications. Finally, I run alternative versions of equations

(8) and (10) with different sets of fixed-effects. First, in order to take into account factors

that affect both outcome variables and that may be industry and district specific, I include

firm-year fixed effects along with industry-district fixed effects. The idea is to make sure that

the effects found are not driven by that shocks that affects specific industries within a region.

Second, similarly the specification could be the result of factors that are both country and

district specific, I include firm-year fixed effects, product fixed effects and district-country

fixed effects. Third, an even stricter version of fixed effects include firm individual effects to

account for unobserved time-invariant characteristics, and industry-district-year fixed effects,

which account for time-variant effects that vary both across districts and industries. Last,

there can also be concerns that shocks are common for all firms exporting the same product

from a given district, and so I include firm, product and district-year fixed effects.

Results for the probability of entry and survival are shown in tables A10 and A11, re-

spectively. The first column of both tables repeat the baseline results obtained in column

(3) of tables 3 and 5, respectively. In both cases, results are fairly robust to the different

fixed effect specifications, remaining statistically significant and without major variations in

absolute terms.

5 Concluding Remarks

This paper investigates the existence of local export spillovers on new export relationships

initiated by Peruvian manufacturers, that is whether the proximity to other exporters exerts

a non-negligible influence on the probability that a manufacturer starts exporting a product-

country combination for the first time, as well as the probability of survival of this newly

created trade flow. Results point towards a strong correlation between the concentration
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of exporters in a given district and both the probability of adding a new product-country

combination to the firm’s export portfolio, and the survival prospects of these new trade

flows.

At first sight Peru may not appear as the best place to study these kind of effects. Unlike

other countries studied by other authors in which the spatial distribution of firms is less

uneven, in Peru the country’s economic activity is heavily concentrated in a single area (the

capital city). However even under these circumstances the evidence for local export spillovers

on both margins of exports considered here is strong and holds to some extent even when

looking at firms outside the main city.

The paper also explores the nature of these spillover effects. First, there is some evidence

on the heterogeneous effects in terms of the size of the exporter and in terms of the experience

of the firm at the time of exporting a new product-country for the first time. Second, these

spillovers appear to be really local in the sense that proximity to firms within the same local

area matters the most. Third, there is no clear indication that the effects are subject to time

decay, in the sense that only the newest export relationships in a given area are the ones

driving the spillover effects.

Results presented here can be potentially useful for the design of industrial and export

promotion policies. In the first case, the conclusions from this paper supports the effec-

tiveness of cluster formation policies (e.g. the creation of industrial parks), especially in a

context in which the country is actively looking into the internationalization of its manufac-

turing industry. Second, if the country’s export promotion policies are concerned not only

on promoting the diversification of exporter’s portfolio and supporting the entrance of new

exporters, but also on making sure that the resulting new trade flows actually manage to

survive for several years, then it might be worth to take extra care of firms located in areas

with a lower concentration of exporters.

Finally, the results presented here can help to motivate future research on the role of

spillovers on the export performance of firms. In particular, the recent availability of data

that allows to identify the buyer behind each export transaction makes it a natural and

interesting step to study whether these spillover effects are also be present when including

the buyer dimension into the analysis.
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Figure 1
Ex-ante and ex-post cutoffs
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Figure 2
Effects of an increase in zℓj,t−1
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Figure 3
Location of single-plant exporters of manufactured products, Peru 2006
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Figure 4
Location of single-plant exporters of manufactured products, selected industries, Province

of Lima 2006

(a) Textiles
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(Single-plant manufacturers)

1 - 5

6 - 12

13 - 88

(b) Ceramic products

Number of exporters
(Single-plant manufacturers)

1

2 - 3

4 - 6

(c) Furniture
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(Single-plant manufacturers)
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3 - 6

7 - 12

(d) Plastic & rubber products

Number of exporters
(Single-plant manufacturers)

1- 3

4 - 9
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Notes: Bins denote terciles of the number of firms in each industry.
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Table 1
Summary statistics, selected years

2002 2003 2004 2005 2006 2007

Aggregate export sales (USD mill.) 1,260 1,394 1,774 2,106 2,486 2,873
# of firms 1,260 1,377 1,523 1,695 1,828 1,914
# of products (HS6) 470 467 483 502 497 497
# of products (HS2) 73 74 72 72 73 72
# of destinations 110 127 141 145 141 142

Notes: All product codes are consistent across years using the concordance tables
provided by Cebeci 2012.

Table 2
Distribution of firms in sample according to their number of plants

Number of plants 2002 2003 2004 2005 2006 2007

1 89.3 89.9 90.9 91.4 91.4 91.2
2 5.1 5.0 4.7 4.6 4.4 4.6
3 1.5 1.3 1.3 1.1 1.4 1.3
4 1.4 1.2 1.1 1.1 1.0 1.0
5-10 1.9 1.8 1.4 1.2 1.2 1.4
11+ 0.8 0.8 0.8 0.6 0.5 0.5

Total number of exporters 1,260 1,377 1,523 1,695 1,828 1,913
Single plant exporters 1,098 1,122 1,235 1,382 1,548 1,669
in Lima 838 899 966 1,095 1,205 1,305
in other regions 260 223 269 287 343 364

Notes: The sample consists of manufacturing firms that registered exports
between 2002 and 2007. Exporters are classified as single-plant or multi-
plant firms according to the number of establishments declared as “plants”
before the local tax authority.
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Appendix

A Proofs of Propositions

Proof of Proposition 1. To show that the ex-ante cutoff α∗∗
ℓj,t is decreasing in zℓj denote by A

and B the numerator and denominator in (6). We need to show that the sign of the derivative
∂α∗∗

j (φ, zℓj,t−1) /∂zℓj,t−1 = (A′B −B′A) /B2 is negative. Applying the derivatives and after some
rearrangements we get:

∂α∗∗
j (φ, zℓj)

∂zℓj
=

φσ−1Λj

[
(1− δ) (1− δ + δρ)K ′

ℓj − ρ′δ (1− δ)FH
j − ρ′ (1− δ)

(
FH
j − FL

j

)]
[(1− δ + δρ)φσ−1Λj ]

2

which is strictly negative because the term in brackets in the numerator is unambiguously negative
given the assumption that K ′

ℓj,t ≤ 0.

Proof of Proposition 2. The proportion of firms that drew a demand shock between α∗
ℓj and

αH
j is given by

ξHℓj ≡

∫ +∞

φ∗
j

∫ αH
j (φ)

α∗∗
j (φ,zℓj)

dHj (α) dG (φ)∫ +∞

φ∗
j

∫ +∞

α∗∗
j (φ,zℓj)

dHj (α) dG (φ)

where φ̄ and ᾱ are the upper-bounds of support of the cumulative distributions G(·) and H(·)
respectively.

To show that this proportion is increasing in zℓj , denote by A and B the numerator and the

denominator of ξHℓj and write:

A
(
α∗∗
j

)
=

∫ +∞

φ∗
j

[
H
(
αH
j (φ)

)
−H

(
α∗∗
j (φ, zℓj)

)]
dG (φ) (11)

B
(
α∗∗
j

)
=

∫ +∞

φ∗
j

[
1−H

(
α∗∗
j (φ, zℓj)

)]
dG (φ) (12)

Then, applying Leibniz’s rule for differention under the integral sign it can be shown that:

∂A
(
α∗∗
j

)
∂zℓj

= −
∫ +∞

φ∗
j

∂H
(
α∗∗
j

)
∂α∗∗

j

∂α∗∗
j

∂zℓj

 dG (φ) =
∂B
(
α∗∗
j

)
∂zℓj
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Finally, the derivative of ξHℓj with respect to zℓj is:

∂ξHℓj
∂zℓj

=
1

B
(
α∗∗
j

)2
∂A

(
α∗∗
j

)
∂zℓj

B
(
α∗∗
j

)
−A

(
α∗∗
j

) ∂B (α∗∗
j

)
∂zℓj



=
1

B
(
α∗∗
j

)2 [B (α∗∗
j

)
−A

(
α∗∗
j

)] ∂A
(
α∗∗
j

)
∂zℓj


which will be positive because B

(
α∗∗
j

)
> A

(
α∗∗
j

)
as inferred from (11) and (12).

Proof of Proposition 3. The overall survival rate among entrants will be a weighted sum of the
survival rates of the two types of firms entering in a given period:

P
(
Survivalℓj (φ, α, zℓj) = 1

∣∣φ ≥ φ∗
j

)
= (1− ρℓj) ·

(
1− ξHℓj

)
+ ρℓj · 1 (13)

To see how this survival rate changes when zℓj increases we need to analyse the sign of the
derivative:

∂P
(
Survivalℓj (φ, α, zℓj) = 1

∣∣∣φ ≥ φ∗
j

)
∂zℓj

=
∂ (1− ρℓj) ·

(
1− ξHℓj

)
∂zℓj

+
∂ρℓj
∂zℓj

(14)

By assumption, the last derivative ρ′ ≡ ∂ρ/∂zℓj is positive. We can then show that the sign of the
first term will be unambiguously negative

∂ (1− ρℓj) ·
(
1− ξHℓj

)
∂zℓj

= −ρ
′

ℓj − ξ
′H
ℓj,t + ρℓjξ

′H
ℓj + ρ

′

ℓjξ
H
ℓj

= −
[
ρ′ℓj
(
1− ξHℓj

)
+ ξ

′H
ℓj (1− ρℓj)

]
because all terms in brackets are positive. Then it is evident that the sign of the whole derivative
(14) will depend upon which derivative dominates in the right-hand side. Given the assumptions
made on the function ρℓj , the derivative ∂ρℓj/∂zℓj will be positive and large when zℓj is relatively
low and so in that case the overall survival rate of entrants in region ℓ will be higher. Otherwise,
if zℓj raises while being too high, then the derivative ∂ρℓj/∂zℓj will be low and hence survival will
be end up being lower.

B Data Appendix

B.1 Data cleaning process

Because the aim of this paper was the study of trade relationships defined as the firm-product-
country combination , several challenges that are endemic to the work with customs data had to
be taken into account. In customs data the entity doing the international trade operation is not
necessarily a for-profit business in the usual way we understand it. Besides the usual presence
of transactions carried by entities such as public institutions, airlines, ship lines, embassies, and
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individuals sending taxable goods, there are other transactions carried by regular firms that should
not be taken into account when studying export flows.

First, there were firms selling products that were not part of their main business activity and
that could be identified as occasional exports for specific purposes. For example, there are a
number of shipments sent by mining companies, larger beer brewers and large food companies of
apparel products. While these shipments could in principle be the result of an aggressive horizontal
diversification process, they are most likely the result of occasional exports of gifts oriented at
promoting firms in international fairs or events of the like. The same inconsistency was found with
leather products, and coffee products. Second, there are a number of also occasional transactions
of capital goods by firms from several industries. These shipments are due to the selling abroad of
movable fixed assets as part of the liquidation process of the domestic operation of the firm.

The first problem can be ameliorated by contrasting the firm’s main activity line as stated by
their self-declared industrial codes (ISIC rev. 3) and the correlated ISIC codes on the products
being sold. There were a few major discrepancies which were dropped from the analysis. The
second problem is solved by focusing on exports of consumption goods and intermediate goods
only. While there are some Peruvian manufacturers that do export items such as machinery, they
represent only a small share of export transactions.

Another problem in using customs data are the changes in the product classification. The
Peruvian data uses the NANDINA product classification common to all members of the Andean
Community (Bolivia, Colombia, Ecuador, Peru and Venezuela), whose 6 first digits correspond to
the Harmonized System. Besides major revisions to the HS classification system, the most recent
of which occurred in 1992, 1996, 2002, 2007 and recently in 2012 there are a number of on-the-go
revisions that can occur in any year and that include both merging and splitting of product codes.
To deal with these changes in classification, I used the concordance developed by Cebeci (2012) for
the HS classification system.
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C Additional figures and tables

Table A1
Distribution of dependent variable for entry according to the number of neighbors, year

2006

Number of neighbors Entry=0 Entry=1
exporting... Triads Firms Triads Firms

...same product, same country

0 2,396,482 1,459 3,805 941
1 - 5 126,081 1,367 1,955 571
6 - 10 4,620 606 290 169
11 - 20 1,338 345 116 71
21 - 50 527 183 105 45

...same product, all countries

0 61,953 836 1,033 445
1 - 5 1,653,172 1,423 2,687 770
6 - 10 375,595 932 955 372
11 - 20 254,514 697 771 313
21 - 50 149,675 439 609 205
50+ 34,139 144 216 85

...all products, same country

0 1,101,688 1,441 709 216
1 - 5 1,008,345 1,429 2,118 505
6 - 10 177,961 1,179 911 264
11 - 20 125,868 1,059 1,014 278
21 - 50 85,571 802 864 275
50+ 29,615 495 655 207

Notes: This table shows the distribution of the dependent variable
for entry defined in (7) according to the number of neighbors for
manufacturing firms that registered exports in 2006. A triad corre-
sponds to a firm-product-country combination.
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Table A2
Distribution of dependent variable for survival according to the number of neighbors, year

2006

Number of neighbors Survival=0 Survival=1
exporting... Triads Firms Triads Firms

...same product, same country

0 8,211 2,036 2,537 533
1 - 5 4,981 1,198 9,505 1,706
6 - 10 604 292 1,006 444
11 - 20 259 147 472 234
21 - 50 126 61 340 132

...same product, all countries

0 2,419 1,002 757 215
1 - 5 6,236 1,577 6,519 1,377
6 - 10 2,259 772 2,399 690
11 - 20 1,831 661 2,059 596
21 - 50 1,207 378 1,725 464
50+ 229 98 401 132

...all products, same country

0 1,279 364 437 102
1 - 5 5,108 978 4,818 848
6 - 10 1,956 509 2,009 434
11 - 20 2,061 525 2,227 521
21 - 50 2,330 608 2,611 544
50+ 1,447 427 1,758 411

Notes: This table shows the distribution of the dependent variable
for survival defined in (9) according to the number of neighbors for
manufacturing firms that registered exports in 2006. A triad corre-
sponds to a firm-product-country combination.
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Table A9
Robustness checks on survival: Stricter survival definitions

(1) (2)
Survk=2

t Survk=3
t

# of manufacturers; same prod. & cty 0.851 0.682∗∗

(0.559) (0.292)

Spill. def. # of firms # of firms
Firm-year FE yes yes
Prod. FE yes yes
District. FE yes yes
Num. obs 24,579 24,579
Adjusted R2 0.398 0.391

Notes: The dependent variable is a binary indicator taking
the value of 1 if the export relationship initiated by a man-
ufacturer started to export product p to country d at time t
survived beyond its k year(s) (i.e. lasted at least k + 1 years)
as defined in (9). Sample consists of all new export relation-
ships initiated between 2002 and 2007 by Peruvian exporters
of manufactured products. Spillovers at the firm-product def-
inition are calculated as the number of firms exporting the
same HS4 product unless otherwise stated. Other regressors
included in the baseline specification in column (3) of table 5
are included but not reported for space considerations. The
estimated parameters are multiplied by 100 for ease of inter-
pretation. Standard errors in parenthesis are clustered at the
district-market level. All count regressors are in logarithms
and lagged one period. Significance levels: ∗∗∗ p < 0.01,
∗∗ p < 0.05, ∗ p < 0.1
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Table A10
Robustness checks on entry: Alternative fixed effects specifications

(1) (2) (3) (4) (5)
Entry Entry Entry Entry Entry

# of manufacturers; same prod. & cty 0.420∗∗∗ 0.434∗∗∗ 0.293∗∗∗ 0.450∗∗∗ 0.420∗∗∗

(0.037) (0.039) (0.039) (0.043) (0.037)

Spill. def. # of firms # of firms # of firms # of firms # of firms
Firm-year FE Yes Yes Yes No No
Firm FE No No No Yes Yes
Year FE No No No No No
Product FE Yes No Yes No Yes
District FE Yes No No No No
District-year FE No No No No Yes
HS2-district FE No Yes No No No
Country-district FE No No Yes No No
Product-district-year FE No No No Yes No
Num. obs 11,142,803 11,142,803 11,142,803 11,142,803 11,142,803
Adjusted R2 0.057 0.061 0.063 0.172 0.054

Notes: The dependent variable is a binary indicator taking the value of 1 if a manufacturer started
to export product p to country d at time t as in equation (8). Sample consists of all new export
relationships initiated between 2002 and 2007 by Peruvian exporters of manufactured products.
Spillovers at the firm-product definition are calculated as the number of firms exporting the same
HS4 product unless otherwise stated. Other regressors included in the baseline specification in
column (3) of table 3 are included but not reported for space considerations. Specifications that do
not include firm-year fixed effects include the firm’s lagged total export sales as a proxy for total
factor productivity to control for firm-level heterogeneity. The estimated parameters are multiplied
by 100 for ease of interpretation. Standard errors in parenthesis are clustered at the district-market
level. All count regressors are in logarithms and lagged one period. Significance levels: ∗∗∗ p < 0.01,
∗∗ p < 0.05, ∗ p < 0.1

58



Table A11
Robustness checks on survival: Alternative fixed effects specifications

(1) (2) (3) (4) (5)
Survk=1

t Survk=1
t Survk=1

t Survk=1
t Survk=1

t

# of manufacturers; same prod. & cty 1.171∗∗∗ 1.384∗∗∗ 0.967∗ 1.262∗∗ 1.098∗∗

(0.408) (0.467) (0.497) (0.515) (0.440)

Spill. def. # of firms # of firms # of firms # of firms # of firms
Firm-year FE Yes Yes Yes No No
Firm FE No No No Yes Yes
Year FE No No No No No
Product FE Yes No Yes No Yes
District FE Yes No No No No
District-year FE No No No No Yes
HS2-district FE No Yes No No No
Country-district FE No No Yes No No
Product-district-year FE No No No Yes No
Num. obs 24,579 24,579 24,579 24,579 24,579
Adjusted R2 0.402 0.394 0.451 0.383 0.220

Notes: The dependent variable is a binary indicator taking the value of 1 if the export relationship
initiated by a manufacturer started to export product p to country d at time t survived beyond
its k year(s) (i.e. lasted at least k + 1 years) as defined in (9). Sample consists of all new export
relationships initiated between 2002 and 2007 by Peruvian exporters of manufactured products.
Spillovers at the firm-product definition are calculated as the number of firms exporting the same
HS4 product unless otherwise stated. Other regressors included in the baseline specification in
column (3) of table 5 are included but not reported for space considerations. Specifications that do
not include firm-year fixed effects include the firm’s lagged total export sales as a proxy for total
factor productivity to control for firm-level heterogeneity. The estimated parameters are multiplied
by 100 for ease of interpretation. Standard errors in parenthesis are clustered at the district-market
level. All count regressors are in logarithms and lagged one period. Significance levels: ∗∗∗ p < 0.01,
∗∗ p < 0.05, ∗ p < 0.1
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